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Abstract

Efficiently solving sparse linear systems Ax = b, where A is a large, sparse, symmetric positive
semi-definite matrix, is a core challenge in scientific computing, machine learning, and optimization. A
major bottleneck in Gaussian elimination for these systems is fill-in—the creation of non-zero entries
that increase memory and computational cost. Minimizing fill-in is NP-hard, and existing heuristics like
Minimum Degree and Nested Dissection offer limited adaptability across diverse problem instances.

We introduce ReFill, a reinforcement learning framework enhanced by Graph Neural Networks (GNNs)
to learn adaptive ordering strategies for fill-in minimization. ReFill trains a GNN-based heuristic to
predict efficient elimination orders, outperforming traditional heuristics by dynamically adapting to
the structure of input matrices. Experiments demonstrate that ReFill outperforms strong heuristics
in reducing fill-in, highlighting the untapped potential of learning-based methods for this well-studied
classical problem.

1 Introduction and Background

In this paper, we consider the fundamental problem of solving the system of equations Ax = b, where A is a
n × n symmetric positive semi-definite matrix. Such sparse linear systems show up naturally in scientific
computing, machine learning, theoretical computer science, and scalable optimization [12, 8, 5, 7, 17, 42, 40, 41].
These systems are instrumental in numerous domains ranging from finite element analysis to large graph-based
models in machine learning. Typically, Gaussian elimination serves as a primary solution method. However,
the efficiency of Gaussian elimination is highly sensitive to matrix ordering, as different variable elimination
orderings introduce varying levels of fill-in—the additional non-zero entries created during variable elimination,
which directly impact memory usage and runtime. If the matrix A is dense, then Gaussian Elimination
requires Θ(n3) time. However, if A is sparse, we might be able to save time by avoiding explicit manipulation
of zeros or fill-in. Reducing fill-in, therefore, is critical for optimizing resource use and enabling scalable
computation in high-dimensional settings.

One way to minimize fill-in during Gaussian elimination is to reorder the rows and columns of A to solve
an equivalent system PAPT , where P denotes a permutation matrix. See Figure 1 for an example where
different variable elimination order in Gaussian elimination leads to fewer fill-in. This approach, introduced
in the seminal works by Tarjan and Rose [40, 41, 42], reinterprets fill-in into a graph-theoretic perspective,
thereby providing structural insights into sparse matrices. Specifically, we will recap elimination orders and
fill-in minimization within the context of graph theory.

Let us consider a symmetric positive semi-definite system Ax = b, where the sparse structure of A can be
represented by an undirected graph G(A). In this graph, each vertex corresponds to a row (or column) in A,
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Figure 1: (a) A symmetric positive-definite matrix A and its factorization after Gaussian elimination with a
fixed variable elimination order. This ordering introduces three fill-in entries at positions A2,4, A2,5, and
A4,5, which were initially zero but became non-zero during elimination. (b) The same matrix after applying
a permutation π = (5, 1, 2, 3, 4) via permutation matrix Pπ, which reorders the rows and columns of A by
moving the first row to the last row, and the first column to the last position resulting in matrix A′. This
reordering leads to a matrix where Gaussian elimination introduces no fill-in, resulting in lower memory usage
and faster computation.

with an edge ij, i ̸= j present if Ai,j ̸= 0. The process of Gaussian elimination on A can then be interpreted
in terms of eliminating vertices in G(A). Specifically, eliminating a vertex i in G′ entails connecting all
neighbors of i (denoted NG′(i)) to form a clique, followed by the deletion of i from G′. This in turn adds
“fill-in” edges, neighbors of i that were previously not connected.

Each permutation matrix P determines a specific ordering π of the vertices. Executing Gaussian elimination
according to this ordering π = (π(1), . . . , π(n)) means sequentially eliminating variables in the specified order.
The edges that emerge from this process are collectively known as the fill-in. See Figure 2 for an illustration.

To formalize this process, consider the iterative graph sequence associated with an ordering π:

1. Set G(0) ← G(A).

2. For each i = 1 to n:

• Define Pπ(i) = {(v, w) : v, w ∈ NG(i−1)(π(i)), v ≠ w, (v, w) ̸∈ E(Gi−1)} as the fill-in edges that
will be added by eliminating π(i).

• Eliminate π(i) from G(i−1), resulting in the updated graph G(i) = G(i−1) ∪ Pπ(i) \ {π(i)}.

The edges Eπ = ∪iPπ(i) thus represent the fill-in that occurs when performing Gaussian elimination in
the order π.

The following theorem offers a characterization of the fill-in associated with any ordering π.

Theorem 1.1 ([42]). Given an ordering π and assuming no “lucky cancellations”1, an edge ij ∈ Eπ exists if

1Lucky cancellations happens for some matrices A where some non-zero elements incidentally get cancelled to zeros when
eliminating a variable. In practice, this is unlikely to happen, so one often ignores their effect.
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Figure 2: (a) The matrix A from Figure 1 and its corresponding graph representation G(A). Vertices
are eliminated in the order 1, 2, 3, 4, 5. Eliminating vertex 1 forces its neighbors (2, 4, 5) to form a clique,
introducing three fill-in edges (2, 4), (2, 5), (4, 5) (shown in red) before vertex 1 is removed. These fill-in edges
directly correspond to the non-zero entries added during Gaussian elimination in Figure 1. (b) The permuted
matrix A′ and its associated graph G(A′), obtained by reordering the rows and columns of A by moving the
first row to be the last row, and the first column to be the last column (i.e. according to the permutation
π = (51234)). Although the graph is structurally identical to G(A), the new vertex ordering eliminates all
variables without introducing any fill-in edges, showing how proper ordering prevents unnecessary fill-in.

and only if i ̸= j and there exists a path v0 = i, v1, . . . , vk, vk+1 = j in G(A) satisfying

max
1≤r≤k

π(vr) < min(π(i), π(j)).

Unfortunately, while we can characterize the fill-in for any given ordering π, finding an optimal ordering
π∗ that minimizes the fill-in is known to be NP-Complete [55]. Moreover, several inapproximation results are
known. For example in [9], the existence of polynomial time approximation schemes for this problem is ruled

out, assuming P ̸= NP, and the existence of a 2O(n1−δ)-time approximation schemes for any positive δ is also
ruled out, assuming the Exponential Time Hypothesis. Hence apriori, the problem might seems hopeless
to tackle. Despite the theoretical computational difficulty of this problem, several heuristics, such as the
Minimum Degree, Minimum Fill-In, and Nested Dissection heuristics, have been proposed and extensively
studied in the literature [31, 17, 41, 42]. These heuristics remain widely used in practice for fill-in minimization
and are surprisingly effective in practice, often being within a few percentages off from the optimal fill-in
order.

Minimum Degree Heuristic, MDH This heuristic is a natural greedy algorithm, initially introduced by
Markowitz [31], and was popularized by Rose in their PhD thesis. The algorithm is simple; it creates the
elimination order π dynamically. It starts with G(0) ← G(A). In iteration i ≥ 1, the algorithm picks the
vertex π(i) with minimum degree (ties broken arbitrarily) in G(i−1):

π(i) = arg min
u∈G(i−1)

degG(i−1)(u)

The algorithm then eliminates π(i) (by making its neighbors a clique, adding potentially some fill-in edges
Pπ(i), then removing π(i)). Finally, it sets G(i) ← G(i−1) ∪ Pπ(i) \ {π(i)} and goes to iteration i + 1.

The algorithm can be implemented in O(mn) time where m,n are the number of edges and vertices
respectively [13]. Moreover, Cummings, Fahrbach, and Fatehpuria [13] showed that under the strong
exponential time hypothesis, no O(nm1−ϵ) time algorithm exists for any ϵ > 0.
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The Minimum degree heuristic has given rise to hundreds of research papers on improving the running
time of its practical implementations [2], and it is widely used and implemented in practice.

Minimum Fill-In Heuristic, MFillH This heuristic is also another natural greedy algorithm that also
creates its elimination order π dynamically. It starts with G(0) ← G(A). In iteration i ≥ 1, it picks the vertex
π(i) that minimizes the fill-in in G(i−1) of eliminating π(i):

FillIn(u) =
∣∣{(v, w) | v, w ∈ NG(i−1)(u),

(v, w) ̸∈ E
(
G(i−1)

)}∣∣∣
π(i) = arg min

u∈G(i−1)

FillIn(u).

The algorithm then eliminates π(i). Finally, it sets G(i) ← G(i−1) ∪ Pπ(i) \ {π(i)} and goes to iteration
i + 1.

Importance of Tie-Breaking. The heuristics discussed above handle ties in an arbitrary manner;
specifically, when multiple vertices have the same minimum degree or fill-in value, any one of them may be
selected for elimination. Some research has focused on developing more sophisticated tie-breaking rules to
enhance the effectiveness of these heuristics. For example, some methods combine multiple heuristics, using
one heuristic to resolve ties determined by another, which can sometimes result in improved fill-in but does not
consistently guarantee better fill-in [2, 28]. Additionally, the Multiple Minimum Degree Heuristic (MMDH)
has been introduced, which involves removing all vertices that share the minimum degree simultaneously [28].
This approach strikes a balance between the aggressive removal of numerous vertices in a single step and the
potential suboptimal fill-in introduced by making sequential, single-vertex decisions. By deleting multiple
vertices at once, MMDH can reduce the overall computational complexity while maintaining a reasonable
level of fill-in.

Nested Dissection Nested dissection is a powerful method that leverages graph separators to recursively
decompose a graph into smaller, more manageable subproblems [17, 41, 42]. By identifying and removing a
small “separator” set of vertices (or edges), the graph is partitioned into subgraphs that can be processed
independently, after which the solutions are combined. This approach is especially efficient for classes of
graphs where small separators are guaranteed to exist, such as planar graphs, thanks to well-known separator
theorems.

Beyond its extensive use in practice for tasks like sparse matrix factorization, nested dissection also shines
in theoretical settings; notably, the fastest known algorithm for maximum matching in planar graphs is built
upon the framework of nested dissection [35], underscoring its fundamental importance in both theory and
application.

How Do The Heuristics Compare? In practice, the minimum degree heuristic (MDH) often runs faster
and is simpler to implement, since it only needs to identify the current vertex with the smallest degree at
each step. By contrast, the minimum fill-in heuristic (MFillH) invests more computation to estimate which
vertex’s elimination would incur the fewest additional edges. While MFillH sometimes achieves smaller
overall fill-in, this more sophisticated approach does not guarantee a strictly better ordering on every graph,
and it can be significantly more expensive to run. Nested dissection, on the other hand, can deliver very
effective results when a small separator is available or can be computed. However, finding such separators is
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not always straightforward for arbitrary graphs. Consequently, MDH tends to be the go-to choice for speed
and ease of implementation, MFillH can yield sparser factorizations in select cases (albeit at greater cost),
and nested dissection stands out when its underlying structural assumptions, such as the presence of small
separators, are well satisfied. Regardless, all three heuristics usually get almost optimal fill-in on most graphs.

Motivation and Contributions Many real-world applications require solving linear systems repeatedly
with identical sparsity patterns, or sparsity patterns drawn from the same distribution, such as in PDE
simulations and real-time control, where even a slight improvement in fill-in reduction translates into
considerable time and memory savings across multiple solves. Traditional heuristics like Minimum Degree
work well for single-shot scenarios but fail to adapt to recurring solves, leaving room for improvement,
particularly when the matrix structure is complex or irregular. For these multi-solve settings, existing
methods cannot dynamically refine their strategies. Nested dissection offers strong performance for grid-like
problems but relies on domain-specific insights about separators, making it unsuitable for general matrix
classes.

Surprisingly, despite decades of research on fill-in minimization, no existing heuristic learns from repeated
interactions with the matrix structure. Methods like Minimum Degree and Minimum Fill-In treat each solve
independently, missing opportunities to refine the elimination order over time. Most importantly, they are
as-is, their fill-in cannot be improved.

We address this challenge with ReFill, a reinforcement learning framework that combines Graph Neural
Networks (GNNs) and a sequential decision-making process to dynamically learn effective elimination orders
over repeated solves. Unlike traditional methods, ReFill adapts to the problem’s structure by refining its
strategy as it interacts with the matrix. Our experiments show that ReFill consistently outperforms classical
heuristics, offering a promising, data-driven approach to a longstanding problem in scientific computing.

A Bird’s-Eye View of Our Method At the heart of our approach is the idea of casting fill-in minimization
as a reinforcement learning (RL) problem, where each sparse matrix (or equivalently its associated graph)
becomes a separate “game”, analogous to “atari game levels”. The current graph structure, along with
any vertices already eliminated, constitutes the game’s “state,” and each possible vertex elimination action
yields a “cost” equal to the fill-in caused by eliminating that vertex. The agent attempts to learn an order
dynamically, by making sequential elimination decisions at each iteration guided by a GNN.

In principle, any of the remaining vertices at a state could be eliminated at any given iteration. However,
this leads to a blow up in size of the the action space which makes the sampling-complexity required to learn a
“good” ordering high. To keep learning tractable despite the large action space, we employ a targeted action
masking strategy that restricts choices to vertices that either have minimum degree or would induce minimum
fill-in upon elimination. This is a combination of both the MDH and MFillH heuristics. Essentially, the
agent is learning when to apply which heuristic on which graph, as well as the tie breaking rules using the
Neural Network. This controlled subset of actions dramatically reduces sampling complexity necessary to
learn good policies, while still preserving a high chance of including the truly optimal choice in most scenarios
since these heuristics often perform exceptionally well and are near-optimal. We then train our policy network,
implemented via Graph Convolutional Networks, using the Proximal Policy Optimization (PPO) algorithm,
allowing it to systematically refine its choices to produce increasingly better elimination orderings.

Reinforcement Learning for Combinatorial Optimization. Reinforcement learning (RL) has emerged
as a powerful paradigm for solving combinatorial optimization (CO) problems such as the Traveling Salesman
Problem (TSP), knapsack, and vehicle routing. Traditional exact methods like branch-and-bound often
fail to scale, while heuristic approaches require significant domain expertise. Recent work leverages RL to
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learn policies that iteratively construct solutions, achieving competitive results on benchmarks like the TSP
[25], Scheduling [49] and many other problems; see a recent survey at [14]. Frameworks such as OR-Gym
[52] standardize RL-based CO experimentation, enabling reproducible comparisons between learned policies
and classical algorithms. Notably, graph neural networks (GNNs) have become instrumental in encoding
combinatorial structures, with architectures like Graph Attention Networks (GATs) enabling RL agents to
reason over graph-based CO problems [53, 21]. For example, [22] demonstrated that GNNs paired with RL
can learn heuristics for graph traversal tasks, achieving near-optimal solutions on Maximum Cut instances
with 100 nodes.

Surveys emphasize the growing adoption of RL-GNN frameworks [14], particularly for their ability to
generalize across problem sizes and constraints [33, 4, 32]. Despite progress, challenges persist in reward
shaping for sparse CO environments and scaling to industrial-scale instances.

Organization Section 2 presents a review of related work, focusing primarily on reinforcement learning,
graph neural networks, and Proximal Policy Optimization (PPO). Readers already familiar with these topics
may wish to skip directly to Section 3, where we formally describe our new RL-based framework for fill-in
minimization and detail the underlying architecture. Section 4 provides experimental results that demonstrate
the effectiveness of the proposed method, and Section 5 offers future work and limitations.

2 Related Work

Beside the related work on fill-in minimization discussed in the introduction, we briefly recap known results on
Graph Neural Networks (GNNs), Markov Decision Processes (MDPs), and the PPO optimization algorithm.
If the reader is familiar with said topics, they are encouraged to skip this section.

Evolution of Graph Neural Networks. The emergence of graph neural networks (GNNs) has rev-
olutionized machine learning on non-Euclidean data through their ability to capture complex relational
patterns [54, 16, 59]. This paradigm shift has spawned diverse architectural families: recurrent frameworks
that propagate states through iterative refinement [27, 37], spectral-spatial convolutional operators [58, 24],
reconstruction-driven auto-encoders [23, 56], attention-based neighborhood weighting mechanisms [50, 53],
and transformer-inspired architectures [57, 36].

These architectures power a wide application landscape spanning structural analysis tasks like node
classification [20, 29, 3] and link prediction [10, 46, 60], to whole-graph characterization for molecular property
prediction [39, 18, 1] and community detection [11, 26, 30]. Such versatility stems from their foundational
mechanism: learnable message passing that recursively transforms node representations through localized
information aggregation [44].

Consider an undirected graph G = (V,E) with adjacency matrix A ∈ {0, 1}|V |×|V |. The message
propagation dynamics can be formalized through layer-wise updates:

H(k+1) = σ
(
ÃH(k)W (k)

)
,

where Ã = A+ I introduces self-connections, W (k) represents learnable parameters, and σ denotes nonlinear
activation. This operation induces local node update rules:

h
(k+1)
i = σ

 ∑
j∈N (i)

W (k)h
(k)
j

 ,
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with N (i) denoting node i’s neighborhood. Modern implementations generalize this through learnable
aggregation functions:

h
(k+1)
i = MLP(k)

h
(k)
i ,

⊕
j∈N (i)

ϕ(h
(k)
i , h

(k)
j , eij)

 ,

where
⊕

represents permutation-invariant aggregation (e.g., sum, mean, or max) and ϕ encodes edge features
when available. This propagation enables GNNs to develop good representations while preserving structural
relationships.

Reinforcement Learning in Games. Reinforcement Learning (RL) has demonstrated remarkable success
in complex game environments, wherein an autonomous agent interacts with an environment (or game) by
observing states, taking actions, and receiving rewards [51, 34]. Formally, RL problems are often framed as a
Markov Decision Process (MDP), defined by a set of states S, a set of actions A, a transition distribution
p(st+1 | st, at), and a reward function r(st, at). In the context of games, the observation space (or state space)
might include raw pixels (in video games), board configurations (in board games), or symbolic features (in
card games). The action space typically comprises valid moves or control signals (e.g. joystick commands in
Atari games, or placing a stone on a board in Go). A reward is then provided by the environment based
on the outcome of each action, for example, immediate point increments in Atari games or win/loss signals
at the end of a board game [47]. By learning a policy that maps observations to actions with the objective
of maximizing expected cumulative reward, RL agents have achieved superhuman performance in diverse
domains, such as Atari games [34] and the game of Go [48].

Proximal Policy Optimization (PPO). Among numerous RL algorithms, Proximal Policy Optimization
(PPO) [45] is a popular policy gradient method that balances sample efficiency, stability, and ease of
implementation. It is often used to learn neural network policies for RL algorithms. PPO alternates between
sampling data through interaction with the environment and optimizing a clipped objective function that
constrains large policy updates. Specifically, PPO uses a clipped surrogate objective,

LCLIP(θ) = Et

[
min

(
rt(θ)Ât, clip

(
rt(θ), 1− ϵ, 1 + ϵ

)
Ât

)]
,

where rt(θ) = πθ(at|st)
πθold

(at|st) is the probability ratio of the new policy πθ to the old policy πθold , and Ât is an

estimator of the advantage function.
By clipping the probability ratio rt(θ) to the interval [1− ϵ, 1 + ϵ], PPO avoids excessively large policy

updates, thus preventing instability or catastrophic performance collapses. This mechanism has made PPO a
standard choice for many benchmark tasks in continuous control, robotics, and game-based RL environments.
In this paper, we use the MaskedPPO implementation which allows action masking by sampling only from
“valid” actions in each state [19].

3 ReFill

Problem Statement. The problem is modeled as a sequential decision-making task. Given the matrix
A and an ordering π of the vertices of G(A), let FillInCost(G(A), π) denote the total fill-in cost from
eliminating the vertices in order π(1), . . . , π(n). The NP-hard optimization problem is

min
π∈Sn

FillInCost(G(A), π). (1)
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Sequential Decision-Making. Instead of learning the entire order at once, we aim to learn a policy
π∗(u | G) ∈ (0, 1), which gives the probability of eliminating a vertex u ∈ V (G). For any graph G, this
policy determines the next vertex to eliminate, ensuring that the permutation π∗ for Eq. (1) can be recovered
(breaking ties arbitrarily).

Supervised Learning Challenges. Developing data-driven heuristics to outperform both the minimum
degree (MDH) and minimum fill-in (MFillH) heuristics is inherently challenging due to the lack of high-
quality training data. While the minimum degree heuristic is computationally efficient and often produces
near-optimal results, there exist graph instances where the optimal elimination order deviates from MDH or
MFillH. To train a model capable of identifying such deviations, we would require representative graphs
with known optimal elimination orders that highlight scenarios where neither heuristic suffices. However,
obtaining such data is fundamentally difficult, as computing the optimal solution for fill-in minimization
is NP-hard. This computational barrier makes it infeasible to generate large-scale datasets of optimal or
near-optimal solutions. Consequently, this lack of accessible ground truth poses a bottleneck in leveraging
supervised learning approaches to learn policies that generalize beyond existing heuristics.

First Attempt: Reinforcement Learning Over All Actions. One way we can tackle this problem is
using reinforcement learning with a massive action and state space. The states correspond to the current
graph, and the action at each step is to select a node for elimination. The reward for each action is defined
as the negative of the number of fill-in edges added by eliminating the chosen node. The objective is to find
an elimination sequence that maximizes the sum of rewards; effectively minimizing the total fill-in. However,
the action space is combinatorially large, as it includes all possible nodes that can be selected at each step,
and the state space, defined by the set of possible graphs resulting from different elimination orders, grows
exponentially with the number of vertices. This makes the training very computationally expensive and
intractable from a sampling-complexity point of view. It also makes it more likely that the agent can get
stuck in a local optima elimination order.

A Glimmer Of Hope. While this combinatorial explosion poses a significant challenge, a glimmer of
hope is that traditional heuristics like MDH and MFillH, and their tie-breaking rules, are extremely local
heuristics. These heuristics make locally optimal choices based on simple local graph properties, such as
a node’s degree and its neighbors degrees. Despite this, these methods do extremely well in practice. So
one would hope that a shallow GNN using the message passing mechanism of information from its “nearby”
vertices can learn a more clever heuristic. Moreover, one would hope that this heuristic is graph-size
agnostic. Specifically, it calculates a “goodness” score for each node based on it’s nearby neighborhood, and
finally take the node with the best goodness score with a softmax layer.

ReFill. The previous discussion points to a natural solution framework. The environment is initialized
with the input graph for which we are trying to find a good elimination order. At any given time, the agent
evaluates the graph’s current state, which is derived from the original graph by eliminating vertices. To make
an elimination decision, a graph neural network (GNN) processes the node features producing a “goodness”
score for each node that reflects its suitability for elimination. The GNN is trained to learn these scores by
leveraging local graph properties through message passing. It should also be noted that we are not explicitly
deleting a node during elimination; we are simply masking over the decision of deleting it again using the
deleted mask stored in the observation space. The “game” ends when all vertices have been deleted (i.e. the
deleted mask is all ones).
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Table 1: ReFill Fill-in compared to MDH and MFillH on all datasets. Percentages reported are MDH−ReFill
MDH

and MFillH−ReFill
MFillH . Positive values indicate ReFill outperforming the heuristic.

Graph V E ReFill MDH MFillH
Grid 5x5 25 40 37 0.0% 0.0%
Grid 6x6 36 60 69 2.8% 2.8%
Grid 7x7 49 84 111 6.7% 1.8%
Grid 8x8 64 112 166 9.3% 9.8%
Grid 9x9 81 144 240 10.4% 0.8%
Grid 10x10 100 180 325 13.6% 7.4%
2.graph 129 4943 195 2.5% 7.1%
3.graph 101 840 286 12.0% 0.0%
11.graph 126 1095 183 6.2% 3.2%
13.graph 119 161 92 0.0% 1.1%
18.graph 150 259 105 2.8% 5.4%
23.graph 200 661 799 4.9% 5.4%
26.graph 120 4904 229 9.8% 0.9%
40.graph 147 7303 352 6.6% 3.3%
92.graph 132 255 202 4.7% -1.5%
99.graph 166 396 382 18.6% 5.0%
100.graph 152 377 360 6.0% 1.1%

The action space is constrained by masking out nodes that do not satisfy key heuristic properties, such as
having the minimum degree or inducing the least fill-in. This dramatically reduces the action space’s size,
allowing the reinforcement learning (RL) agent to focus on decisions that are more likely to yield optimal
or near-optimal results. Essentially, the agent is learning when to apply which heuristic based on the graph
properties.

The policy is optimized using the Proximal Policy Optimization (PPO) algorithm. PPO balances
exploration and exploitation by limiting large updates to the policy. The reward signal is the negative of the
fill-in edges added during the elimination step, encouraging the agent to minimize fill-in over the sequence
of elimination steps. This iterative process enables the RL agent to refine its elimination policy through
repeated interactions with the graph. Figure 3 summarizes the architecture and training process for ReFill.

4 Experiments

In this section, we evaluate the performance of our reinforcement learning (RL)-based algorithm, ReFill.
We compare our method against the established minimum degree heuristic (MDH) and the minimum fill-in
heuristic (MFillH) on both synthetic and real-world graphs. We also present an analysis of training dynamics,
fill-in cost, and briefly discuss ablation and runtime overhead.

4.1 Experimental Setup

Graph Instances. We evaluate our methods on the following graph classes:
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Grid graph. We use the N = n× n grid graph for 5 ≤ n ≤ 10. The n× n grid system occurs naturally
when solving differential equations with finite differences method; it was the initial motivation for introducing
the nested dissection heuristic [17].

PACE 2017 Track-B Public Dataset. The goal of the yearly PACE challenge is to investigate the
applicability of algorithmic ideas studied and developed in the subfields of multivariate, fine-grained, parame-
terized, or fixed-parameter tractable algorithms. The objective of the PACE 2017 Track-B challenge [15]
was to solve the NP-hard Minimum Fill-In problem exactly (i.e., no heuristics) within 30 minutes on
real-world data. The test datasets were curated by the authors from multiple sources. For optimizing
Gaussian elimination, they selected instances from the Matrix Market [6] and the Network Repository [43],
where exact solutions could be computed. We use 11 medium-sized graphs from the public datasets, n.graph
for N ∈ {2, 3, 11, 13, 18, 23, 26, 40, 92, 99, 100}. Table 1 shows the number of vertices and edges for each graph.

Generalization Experiment. In addition, to test the generalization of the model, we conduct the following
experiment. We sample 35 graphs from G(50, 0.2), where G(n, p) is the Erdős–Rényi graph with 50 vertices
and each (undirected) edge selected with probability 0.2. We train the GNN on all these graphs simultaneously
using action masking, then evaluate the trained heuristic on 200 new G(50, 0.2) graphs, and report the average
improvement using the learned heuristic. We emphasize this is using a single set of learned parameters, and
not one per graph.

Evaluation Metrics. For every graph, we measure the total fill-in cost, defined as the number of missing
edges that are added when deleting nodes in a particular order. We select the best elimination order found
by our RL algorithm. These costs are then compared to MDH and MFillH.

4.1.1 Implementation Details

Our RL model uses a policy network based on a 2-layer graph convolutional network (GCN) with average
aggregation. Each node has three features: (i) the normalized degree in the current graph, (ii) the fill-in that
would be introduced by deleting the node, and (iii) whether the node is already eliminated. We train using
PPO with masking [19] for 500,000 timesteps, where a timestep here represents the elimination of a single
vertex. See Appendix A for the remaining implementation details.

4.2 Performance on Grid Graphs and PACE Dataset

Table 1 summarizes the total fill-in cost for ReFill, MDH, and MFillH on both grid graphs and the PACE
dataset. Except for the 5× 5 grid (where ReFill matches both heuristics), ReFill outperforms them on all
grid sizes by up to 13.6% (vs. MDH) and 9.8% (vs. MFillH).

On the PACE dataset, ReFill generally achieves better fill-in costs than MDH (up to 18.6% improvement)
and MFillH (up to 5.4%), except on 92.graph, where ReFill underperforms MFillH by 1.5%. One of
the reasons that ReFill underperforms on 92.GRAPH was that during elimination, the number of vertices
with minimum degree or minimum fill-in were comparatively high, which leads to the same action space
explosion without masking. This often caused the agent to get stuck at a local optima.
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Figure 3: ReFill reinforcement learning environment. (a) An example observation s is updated by deleting
vertex 1, introducing 3 fill-in edges (−3 reward). (b) Schematic of the RL loop using a GNN and masked
PPO.

4.3 Generalization Experiment

Appendix D discusses the generalization experiment in more details. On average, ReFill learns elimination
heuristics that give an elimination order that is a 2.21% improvement over MDH and 1.05% improvement
over MFillH.

4.4 Ablation Study on Effect of Masking

Figure 4 shows the effect of masking vs not-masking the action space on the fill-in reached by for the graph
Grid 8× 8. For an ablation study on the effect of masking on training, see Appendix C. As seen, not only
does masking help with significantly faster convergence to better fill-in than both heuristics, not masking can
also cause the agent to get stuck in a local-minima elimination ordering that is far from the optimal solution.

4.5 Runtime Overhead

ReFill has a one-time training cost but infers node orderings efficiently once trained. In contrast, MDH
and MFillH require negligible setup but can be less accurate. For repeated solves on similar graphs, the
amortized cost of ReFill becomes favorable. Throughout, training took less than 30 minutes, with most
graphs training in 15 minutes.

As for the generalization experiment, after training, the inference speed of all heuristics were comparable,
which further reinforces that GNN-based elimination orders can hopefully be deployed in practical solvers in
the future.
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Figure 4: Average fill-in (lower is better) on 8× 8 grid, comparing masking vs. no masking during training.

4.6 Summary

Overall, ReFill demonstrates that a tailored RL approach with GCN-based policies and action masking
can outperform standard heuristics on both grid graphs and real-world PACE instances. Masking notably
improves convergence and solution quality, while moderate GCN depth and feature dimension suffice to
capture the local graph information crucial for effective elimination orders. Once trained, ReFill generates
improved orderings with minimal inference cost, and can generalize on new unseen graph instances drawn
from the same graph distribution as the training data.

5 Future Work and Limitations

While our results demonstrate the promise of learning-based methods for fill-in minimization, several challenges
remain. First, deploying these methods in practice, particularly in single-shot settings where a solver must
handle arbitrary matrices without prior training, requires a lightweight, generalizable GCN model with a
single set of parameters. However, training such a model across diverse graphs proved unstable, likely due
to structural variations between datasets that hinder consistent learning. However, as we showed, when
the graphs are sampled from the same distribution (say G(n, p)), then it is possible to learn a single set of
parameters that outperforms both heuristics on average. Future research could explore transfer learning or
domain adaptation techniques to stabilize training across graph distributions. Second, while masking actions
to prioritize minimum degree or fill-in candidates accelerates convergence, it risks excluding elimination
orders that diverge from these heuristics. Yet, removing masking often traps the agent in local minima
as shown in our ablation studies. Developing adaptive masking strategies that balance exploration and
exploitation, for instance, by gradually relaxing masking constraints as training progresses, could mitigate
this trade-off. Finally, scalability remains a critical barrier. Extending this work to million-scale systems will
require more scalable GNN architectures and integration with distributed optimizers and solvers. Addressing
these challenges will be essential to bridge the gap between theoretical advances and real-world deployment.
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A Implementation Details

The learning rate is set to 1 × 10−4 or 5 × 10−5 depending on graph size. Hyperparameters are detailed
in Appendix B; our code is in the supplemental section. Experiments are performed on a single machine
with an NVIDIA A100-SXM4-80GB GPU (226 GiB system memory). We run 5 parallel environments to
collect experiences using stable baselines3 [38] with maskable PPO [19]. The GCN’s hidden feature dimension
ranges between 8 and 32. The network outputs a single scalar score per node, used for action selection.

B Hypterparameter values used.

Here, we describe all the commands we used to run the experiments, which include all the hyperparameters.
The figures in Table 1 were calculated using the main.py script with –action masking set to 1, –policy sizes set
to an empty list, –total timesteps set to 500,000, –parallel envs set to 5, and the following hyperparameters.

Table 2: Hyperparameters used for ReFill.

Graph total timesteps parallel envs learning rate node dim

Grid 5x5 500000 5 0.0001 32
Grid 6x6 500000 5 0.0001 32
Grid 7x7 500000 5 0.0001 32
Grid 8x8 500000 5 0.00005 32
Grid 9x9 500000 5 0.00005 16
Grid 10x10 500000 5 0.00005 8
2.graph 500000 5 0.00005 16
3.graph 500000 5 0.0001 32
11.graph 500000 5 0.00005 32
13.graph 500000 5 0.00005 16
18.graph 500000 5 0.00005 16
23.graph 500000 5 0.00005 16
26.graph 500000 5 0.00005 16
40.graph 500000 5 0.00005 16
92.graph 500000 5 0.00005 16
99.graph 500000 5 0.00005 16
100.graph 500000 5 0.00005 16

C Non-Masking Ablation Study

The following ablation study for non-masking was performed using the command preceding the figure. Usually,
the agent got close to the optimal fill-in, but gets stuck in a local optima without using action-masking.

$ python main . py da ta s e t s / g r id . n8 . graph −−o u t p u t f i l e non mask ing re su l t s / g r id . n8 . graph
−−p o l i c y s i z e s 16 16 −−t o t a l t i m e s t e p s 500 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 5 −−node dim 8 −−e n t c o e f 0 .002 −−act ion mask ing 0
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Figure 5: Average fill-in (lower is better) on 8× 8 grid, comparing masking vs. no masking during training.

$ python main . py da ta s e t s / g r id . n9 . graph −−o u t p u t f i l e non mask ing re su l t s / g r id . n9 . graph
−−p o l i c y s i z e s 32 32 −−t o t a l t i m e s t e p s 500 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 5 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 6: Average fill-in (lower is better) on 9× 9 grid, comparing masking vs. no masking during training.

$ python main . py da ta s e t s / g r id . n10 . graph −−o u t p u t f i l e non mask ing re su l t s / g r id . n10 . graph
−−p o l i c y s i z e s 32 32 −−t o t a l t i m e s t e p s 500 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 5 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 7: Average fill-in (lower is better) on 10× 10 grid, comparing masking vs. no masking during training.

$ python main . py da ta s e t s /2 . graph −−o u t p u t f i l e non mask ing re su l t s /2 . graph
−−p o l i c y s i z e s 16 16 −−t o t a l t i m e s t e p s 500 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 5 −−node dim 8 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 8: Average fill-in (lower is better) on 2.graph, comparing masking vs. no masking during training.

$ python main . py da ta s e t s /3 . graph −−o u t p u t f i l e non mask ing re su l t s /3 . graph
−−p o l i c y s i z e s 32 32 −−t o t a l t i m e s t e p s 500 000 −− l e a r n i n g r a t e 0 .0001
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−−p a r a l l e l e n v s 5 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 9: Average fill-in (lower is better) on 3.graph, comparing masking vs. no masking during training.

$ python main . py da ta s e t s /11 . graph −−o u t p u t f i l e non mask ing re su l t s /11 . graph
−−p o l i c y s i z e s 32 32 −−t o t a l t i m e s t e p s 500 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 5 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 10: Average fill-in (lower is better) on 11.graph, comparing masking vs. no masking during training.
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$ python main . py da ta s e t s /13 . graph −−o u t p u t f i l e non mask ing re su l t s /13 . graph
−−p o l i c y s i z e s 32 32 −−t o t a l t i m e s t e p s 500 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 5 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 11: Average fill-in (lower is better) on 13.graph, comparing masking vs. no masking during training.

$ python main . py da ta s e t s /18 . graph −−o u t p u t f i l e non mask ing re su l t s /18 . graph
−−p o l i c y s i z e s 32 32 −−t o t a l t i m e s t e p s 500 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 5 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 12: Average fill-in (lower is better) on 18.graph, comparing masking vs. no masking during training.

$ python main . py da ta s e t s /23 . graph −−o u t p u t f i l e non mask ing re su l t s /23 . graph
−−p o l i c y s i z e s 64 32 −−t o t a l t i m e s t e p s 1 000 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 10 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 13: Average fill-in (lower is better) on 23.graph, comparing masking vs. no masking during training.

$ python main . py da ta s e t s /26 . graph −−o u t p u t f i l e non mask ing re su l t s /26 . graph
−−p o l i c y s i z e s 32 32 −−t o t a l t i m e s t e p s 500 000 −− l e a r n i n g r a t e 0 .0001
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−−p a r a l l e l e n v s 5 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 14: Average fill-in (lower is better) on 26.graph, comparing masking vs. no masking during training.

$ python main . py da ta s e t s /40 . graph −−o u t p u t f i l e non mask ing re su l t s /40 . graph
−−p o l i c y s i z e s 64 32 −−t o t a l t i m e s t e p s 1 000 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 10 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 15: Average fill-in (lower is better) on 40.graph, comparing masking vs. no masking during training.
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$ python main . py da ta s e t s /92 . graph −−o u t p u t f i l e non mask ing re su l t s /92 . graph
−−p o l i c y s i z e s 64 32 −−t o t a l t i m e s t e p s 1 000 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 10 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 16: Average fill-in (lower is better) on 92.graph, comparing masking vs. no masking during training.

$ python main . py da ta s e t s /99 . graph −−o u t p u t f i l e non mask ing re su l t s /99 . graph
−−p o l i c y s i z e s 64 32 −−t o t a l t i m e s t e p s 1 000 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 10 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 17: Average fill-in (lower is better) on 99.graph, comparing masking vs. no masking during training.

$ python main . py da ta s e t s /100 . graph −−o u t p u t f i l e non mask ing re su l t s /100 . graph
−−p o l i c y s i z e s 64 32 −−t o t a l t i m e s t e p s 1 000 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 10 −−node dim 16 −−e n t c o e f 0 .002 −−act ion mask ing 0
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1Figure 18: Average fill-in (lower is better) on 100.graph, comparing masking vs. no masking during training.
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D Generalization Experiment

For this experiment, we sample 35 graphs from G(n, p), n = 50, p = 0.2 using the following hyperparameters.

$ python gnp . py −−o u t p u t f i l e non mask ing re su l t s /gnp . graph
−−p o l i c y s i z e s −−t o t a l t i m e s t e p s 500 000 −− l e a r n i n g r a t e 0 .0001
−−p a r a l l e l e n v s 35 −−node dim 16 −−act ion mask ing 1 −−e n t c o e f 0 .01

The model is trained on all 35 environments in parallel using action masking for 500, 000 timesteps. Next,
we sample 200 new evaluation graph instances from G(n, p), n = 50, p = 0.2 and evaluate the fill-in from
following the trained policy for each instance. To do this, we sample 25 elimination orders for each graph
using the trained model, and report the minimum fill-in order found for each graph.

Figure 19 shows the improvements of the trained policy vs the MDH heuristic. Figure 20 shows the
improvements of the trained policy vs the MFillH heuristic. Finally, Figure 21 shows the improvements of
the trained policy vs both heuristics (i.e. compared to the minimum of both heuristics).

On average, the learned heuristic generalizes and gives an elimination order than is on average a 2.21%
improvement over MDH, a 1.05% improvement over MFillH, and 0.63% over both heuristics. However, it
does not always lead to a better fill-in for all graphs. Hence, the learned heuristic can be bootstrapped with
the other heuristics to generate strictly better heuristics.
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Figure 19: Improvement percentages over the 200 instances of G(50, 0.2) evaluation graphs compared to
MDH
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Figure 20: Improvement percentages over the 200 instances of G(50, 0.2) evaluation graphs compared to
MFillH
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Figure 21: Improvement percentages over the 200 instances of G(50, 0.2) evaluation graphs compared to both
MDH and MFillH
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